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Motivation behind mining tweets in Health 
Applications

● Increase in use of twitter over the 
years.

● Advancements in Natural Language Processing 
(NLP)  and sequential deep models.



Problem Statement

A) Task 1a: Classification of Tweets 
mentioning Adverse Drug Effects.

B) Task 4: Classification of self-reported 
adverse pregnancy outcomes.

C) Task 8: Classification of self-reported 
breast cancer tweets.

● We participated in the Sixth Social Media Mining for Health Applications 
(SMM4H) shared tasks focus on addressing such classic health related 
problems applied to Twitter micro-corpus.

● The goal was to improve the performance of our binary classification 
model on each of the three tasks such that they perform well on the test 
set.



Goal
1. Developing binary classifier 

models for the shared tasks.
2. Dealing with imbalanced 

annotated datasets.
3. Fine tuning and optimizing 

performance of proposed 
models.



Studying the dataset of each task



Studying the dataset of each task

● Shortcomings of the dataset and plausible disadvantages while training 
on a text classifier model.

● Proposing techniques to counter data imbalance.



Countering Data Imbalance
A) Undersampling Dataset

B) Oversampling Dataset

C) Data augmentation

● Reduce samples of majority class in the dataset.
● A reduction of ratio from 1:16 to 1:4 or 1:6 

results in better performance than ratio of 1:1

● SMOTE doesn’t work well on text data due to its 
nature of high dimensionality.

● Thus, increasing samples of minority class 
(duplication) is executed.

● Ratio is adjusted according to bias present.

● Make use of nlpaug library for augmenting dataset.
● Synthetic data is generated by making use of 

spelling variations, word-embedding, synonyms, 
etc.



Preprocessing datasets.
For each tweet in our dataset:

● Normalized usernames and keywords into reserved keywords.
○ Library used: unidecode
○ Example: S’il vous plaît :: Sil vous plait

● De-emojized the tweets to the emojis with relevant tags.
○ Library used: emoji
○ Example: 😂 :: :face_with_tears_of_joy:

● Expanded contractions for faster processing.
○ Library used: contractions
○ Example: I don’t want to go to Paris :: I do not want to go to Paris.

● Lower-cased all tweets.



Proposed 
general model 
architecture 
for SMM4H 
shared tasks 
1a, 4 & 8.



System Description
➔ Machine Description: 

◆ Intel core i5 

◆ CPU @2.50GHz 

◆ 8GB RAM 

◆ 4 logical cores.

➔ Framework & Libraries used:
◆ NLPAUG

◆ Tensorflow 

◆ PyTorch 

◆ Flair 

◆ KTrain



System Description
Classification Model

- We experimented on various types of 
embeddings.

- RoBERTa and BioBERT worked the best in 
our case.

Hyperparameter Tuning

1. Penalize loss weights of 
rare class two times.

2. Experiment of all 3 
variations of dataset.

3. Learning Rate: 6e-6 - 1e-5
4. Batch size: 8
5. Patience: 2
6. Max Epochs: 3



Results & Observation: Task 1a
Discussion:

- The ratio of rare to excess class is 
1:13.

- Embedding name: RoBERTa.
- Learning Rate: 1x10^(-5)
- Max epochs: 3
- Undersampling and oversampling 

don’t tend to work well.
- Augmentation seems to give good 

results.



Results & Observation: Task 4
Discussion:

- The ratio of rare to excess class is 
close to 1:1

- Embedding name: RoBERTa
- Learning Rate: 6x10^(-6)
- Max epochs: 5
- Less motivation to make use of 

sampling techniques.
- Surprisingly, augmenting data 

doesn’t produce good results.



Results & Observation: Task 8
Discussion:

- The ratio of rare to excess class is 
1:3

- Embedding name: BioBERT
- Learning Rate: 5x10^(-6)
- Max epochs: 10
- Undersampling and oversampling 

don’t tend to work well.
- Augmentation seems to give best 

results.



Conclusion & Future Work
● We proposed a text classification pipeline while also making an 

attempt to handle dataset imbalance corresponding to three 
different shared tasks in SMM4H’21.

● We conclude that data augmentation gives best performance on 
highly imbalanced datasets.

● Moreover, augmentation provides better results in case of 
comparatively balanced datasets.

● As part of future work, additional experiments are planned to 
further analyze strategies to improve the performance of the 
model on the dataset.
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Questions


